
The EU AI Act

A s  a  r e s u l t  o f  t w o  y e a r s ’  w o r t h  o f  
d i s c u s s i o n s  a n d  i n t e n s e  f i n a l  n e g o t i a t i o n s ,  
w h i c h  t h e  E u r o p e a n  U n i o n  t r i a l o g u e s  
c o n c l u d e d  o n 8  D e c em b e r  2 0 2 3 ,  t h e  
p o l i t i c a l  a g r e em e n t  o n  t h e  A r t i f i c i a l  
I n t e l l i g e n c e  Ac t  w a s  r e a c h e d .



AI is defined in the AI Act as;
“An artificial intelligence system is a 
machine-based system, that for 
explicit or implicit objectives infers, 
from the input it receives how to 
generate outputs such as predictions, 
content, recommendations, or 
decisions that can influence physical 
or virtual environments.” 

What is Artificial 
Intelligence (AI) Under 
the AI Act?



Risk-Based Approach
T h e  A I  L a w  a d d r e s s e s  a r t i f i c i a l  
i n t e l l i g e n c e  s y s t e m s  w i t h  a  r i s k - b a s e d  
a p p r o a c h a n d  e n v i s a g e s  d i f f e r e n t  r u l e s .

A I  S y s t em s w i t h
Una c c e p t a b l e R i s k

These systems are prohibited since they pose 
an unacceptable risk to society or the safety 
and fundamental rights of individuals.

A I  S y s t em s w i t h
H i g h - R i s k

These could pose a significant risk of harm to 
society, the environment, or the health, safety, 
and fundamental rights of individuals. 



AI Systems with
Unacceptable Risk

 Social scoring systems used by governments, 

 Emotion recognition in the workplace and 
educational institutions,  

 AI used to exploit people’s vulnerabilities, 

 AI systems used in cognitive behavioral 
manipulation, 

 Untargeted scraping of facial images from the 
internet or CCTV footage to create facial 
recognition databases, 

 Biometric categorization systems to infer sensitive 
data, 

 Biometric identification systems (RBI) with some 
law enforcement exemptions, 

 Some cases of predictive policing.



AI Systems with 
High-Risk

 Employment, management of employees, and 
access to self-employment
(e.g. CV-sorting software for recruitment procedures),

 Critical infrastructures such as transport, that could 
put the life and health of citizens at risk, 

 Essential private and public services
(e.g. credit scoring denying citizens the opportunity to 
obtain a loan), 

 Safety components of products
(e.g. AI application in robot-assisted surgery),

 Law enforcement that may interfere with people’s 
fundamental rights
(e.g. evaluation of the reliability of evidence),

 Migration, asylum, and border control management,

 Administration of justice and democratic processes.



AI Systems with 
High-Risk

Operators have to conduct a fundamental rights 
impact assessment which will consider the impact 
of the use of an AI system on fundamental rights, 
the environment, health, and safety. Operators will 
be obliged to notify the supervisory authority of 
the outcome of the assessment. 

Providers have to conduct a conformity 
assessment before placing high-risk systems on 
the market, to demonstrate conformity regarding 
data quality, documentation and traceability, 
transparency, human oversight, accuracy, 
cybersecurity, and robustness. 

T h e r e  a r e  s p e c i f i c  r e q u i r e m e n t s  
f o r e s e e n  f o r  H i g h - R i s k  A I  S y s t e m s  
w h i c h  a r e  a s  f o l l o w s :



Artificial Intelligence 
Systems with
Limited Risk

There are only specific transparency obligations 
such as informing users that they are interacting 
with a machine so they can take an informed 
decision to continue or not for AI systems with
limited risks such as chatbots.



AI Systems with 
Minimal or No Risks

The AI Act allows the free use of minimal-risk AI 
for AI systems that pose minimal or no risks to 
society or the rights or safety of individuals such 
as AI-enabled videogames or spam filters. 



General Purpose AI and 
Systemic Risks

Lastly, the AI Act includes rules in relation to 
systemic risks posed by AI systems that can 
based on existing data, produce new content such 
as text, image, or sounds and have a wide range of 
possible uses, known as General Purpose AI 
(“GPAI”) Systems. All GPAI systems need to 
comply with transparency requirements.

There are some obligations for high impact High-
risk GPAI Models have to ensure some extra 
requirements such as conduction of model 
evaluations, assessment, and prevention of 
systemic risks, conduction of adversarial testing, 
reporting to the EU Commission on serious 
incidents, ensuring cybersecurity, and reporting 
on their energy efficiency. 



Which Companies are 
Affected by the AI Act?

The AI Act imposes obligations on 
manufacturers, importers, distributors, and 
operators of AI systems, even if they are not 
based in the EU. The AI Act also applies to 
companies outside of the EU providing their 
systems or outputs to EU users.

EU and non-EU-based companies should 
therefore ensure that they comply with 
transparency and other specific additional 
obligations set forth under the AI Act until the 
enforcement date.



What are the Penalties 
for Non-Compliance?
P e n a l t i e s  a r e  d e t e r m i n e d  b a s e d  o n  a  
p e r c e n t a g e  o f  t h e  c o m p a n y ’ s  w o r l d w i d e  
a n n u a l  r e v e n u e  f r o m  t h e  p r e c e d i n g  f i s c a l  
y e a r  o r  a  f i x e d  a m o u n t ,  w h i c h e v e r  i s  
h i g h e r .

For prohibited AI systems:
€35 million or 7%

For inaccurate information:
€7,5 million or 1,5%

For breaches of the AI Act’s obligations:
€15 million or 3%

Mo r e  r e a s o n a b l e  m a x i m um  l i m i t s  a r e  p u t  
o n  a d m i n i s t r a t i v e  f i n e s  f o r  s m a l l  a n d  
m e d i u m - s i z e d  e n t e r p r i s e s .



What Comes Next?

T h e  a g r e e d  t e x t  w i l l  n ow  h a v e  t o  b e  f o r m a l l y  
a d o p t e d  b y  b o t h  P a r l i a m e n t  a n d  C o u n c i l  t o  
b e c om e  E U  l a w.  I t  w i l l  t h e n  b e c om e  f u l l y  
a p p l i c a b l e  2  ( t w o )  y e a r s  a f t e r  e n t r y  i n t o  
f o r c e ,  w i t h  a  g r a d u a t e d  a p p r o a c h  a s  f o l l o w s :

The rules on 
prohibited use 
applies

Start of implementation 
of all rules of the AI Act, 
including those for
high-risk systems

Start of 
implementation 
of obligations for 

GPAI

Adoption by both 
Parliament and Council

Months
6

Months
12

Months
24
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